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Learning Efficient and Effective Trajectories for
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Fig. 1. Visual demonstration of the reconstruction performance for the proposed method on different image restoration tasks, where (a)-(e) indicate the
tasks of single image super-resolution, debluring, low-light enhancement, underwater enhancement, denoising, raindrop removal, and desnowing, respectively.
Impressively, benefiting from the strong capacity of diffusion models, the proposed method can even generate more clear content than Reference images in
(a).

Abstract—The differential equation-based image restoration
approach aims to establish learnable trajectories connecting
high-quality images to a tractable distribution, e.g., low-quality
images or a Gaussian distribution. In this paper, we refor-
mulate the trajectory optimization of this kind of method,
focusing on enhancing both reconstruction quality and effi-
ciency. Initially, we navigate effective restoration paths through
a reinforcement learning process, gradually steering potential
trajectories toward the most precise options. Additionally, to
mitigate the considerable computational burden associated with
iterative sampling, we propose cost-aware trajectory distillation
to streamline complex paths into several manageable steps with
adaptable sizes. Moreover, we fine-tune a foundational diffusion
model (FLUX) with 12B parameters by using our algorithms,
producing a unified framework for handling 7 kinds of image
restoration tasks. Extensive experiments showcase the significant
superiority of the proposed method, achieving a maximum PSNR
improvement of 2.1 dB over state-of-the-art methods, while
also greatly enhancing visual perceptual quality. Project page:
https://zhu-zhiyu.github.io/FLUX-IR/.
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I. INTRODUCTION

IMAGE restoration involves the enhancement of low-quality
images afflicted by various degradations like underwater

and low-light conditions, raindrops, low-resolution, and noise
to achieve high-quality outputs. It serves as a fundamental pro-
cessing unit for visual recognition [1], [2], communication [3]
and virtual reality [4]. Traditional image restoration methods
typically rely on optimization procedures incorporating human
priors such as sparsity, low rankness, and self-similarity [5],
[6]. The emergence of deep learning techniques [7] has signif-
icantly transformed this domain. Initially delving into neural
network architectures [8], image restoration has progressed be-
yond simple regression networks [8]–[11], exploring avenues
like adversarial training [12], [13], algorithm unrolling [14]–
[16] and flow-based methods [17]–[19].

Recently, a new category of generative models, namely
diffusion models, has shown their strong potential for im-
age synthesis and restoration [20], [21]. Generally, diffusion
models construct probabilistic flow (PF) between a tractable
distribution and the target distribution. The forward process
typically involves incrementally introducing noise until reach-
ing a manageable distribution, often a Gaussian. On the other
hand, the reverse process can be obtained by maximizing the
posterior of the forward Markov chain [22] or by sampling
the reverse stochastic differential equation (SDE) [23], [24] or
ordinary differential equation (ODE) [24].

https://zhu-zhiyu.github.io/FLUX-IR/
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Fig. 2. Illustration of the workflow of the proposed method. Given a pre-trained diffusion model for image restoration, our trajectory optimization process
contains the following two stages. (1) Reinforced ODE alignment, which aligns the deterministic ODE trajectory shown in (a) to the most effective modulated
SDE trajectory, as shown in (b). (2) Distillation cost-aware ODE acceleration in (c), which achieves high-quality one-step inference via delicate designs
based on the task, with the knowledge of the original pre-trained model preserved. Note that to preserve the original knowledge of the pre-trained diffusion
model, we aim to find a trajectory with less modification of gradient dX

dt
. Through theoretical analyses and experimental validations, we find that for image

restoration tasks, degraded measurements usually lie in the low probability region from the probabilistic space of high-quality samples. Thus, we also utilize the
input measurements as negative guidance to rectify the gradient of log-density. As shown in the sub-figure of the probabilistic view, A, B, and C correspond
to the low-quality measurement, reconstructed sample, and reconstruction by a low-quality image as negative guidance, respectively. We refer the readers to
Fig. 9, which illustrates the trajectories directly from the diffusion data points.

Three categories of methods stand out for harnessing the
potent generative capabilities of diffusion models for image
restoration. The first category [25]–[27] leverages the pro-
gressive integration nature of the differential equations to
maximize the diffusion posterior on the scene of a low-
quality image, then progressively reversing to the high-quality
samples. Although sampling-based methods can directly take
advantage of large, pre-trained models and get rid of network
training, the posterior optimization process may take more
time and computational resources [25], [28], and their perfor-
mance is noncompetitive compared with supervised training
diffusion model [29]. The second category incorporates the
reconstruction outcomes from a fixed pre-trained diffusion
model as a prior [30], subsequently refining these outcomes
through trainable neural networks, akin to algorithm unrolling
techniques. Lastly, the third set of methods [20], [29] trains
a diffusion trajectory conditioned on low-quality samples [29]
or establishes a direct linkage between low-quality and high-
quality image distributions [31]. Since the diffusion trajectory
is explicitly refined by training on the paired dataset, this kind
of approach has the most potential and effectiveness.

Due to the probabilistic nature and separate training ap-
proach of diffusion models, the reverse generation trajectory
might exhibit instability or chaos [32]. To tackle such an
issue, some work tends to rectify the generation trajectories
to be straight [32] or directly train a consistency model [33].
Although, this manner allows us to achieve adversarial training
during the diffusion process, excessive regularization could
significantly impair diffusion performance. As shown in Fig. 2,
we aim to realign the diffusion trajectory towards the most
effective path using a reinforcement learning approach. Fur-
thermore, considering that the resulting trajectories may be
complex and require extensive steps for sampling, we then
propose a novel trajectory distillation process to alleviate this
issue, which analyzes and lessens the cost of a diffusion model
distillation process. Extensive experiments demonstrate the
significant advantages of the proposed trajectory augmentation
strategies on various image restoration tasks over state-of-the-
art methods.

In summary, we make the following key contributions in
this paper:

‚ we propose a novel trajectory optimization paradigm
for boosting both the efficiency and effectiveness of
differential equation-based image restoration methods;

‚ we theoretically examine the accumulated score estima-
tion error in diffusion models for image restoration and
introduce a reinforcement learning-based ODE trajectory
augmentation algorithm that leverages the modulated
SDE to generate potential high-quality trajectories;

‚ we improve the inference efficiency by introducing an
acceleration distillation process, where we preserve the
model’s original capacity via investigating the distillation
cost and utilizing the low-quality images for initial state
interpolation and diffusion guidance;

‚ we establish new records on various image restoration
tasks, including de-raining, low-light, under-water en-
hancement, image super-resolution, image de-blurring,
and image de-noising; and

‚ we calibrate a unified diffusion model for various image
restoration tasks, based on the recent foundational diffu-
sion model named FLUX-DEV with 12B parameters.

The remainder of this paper is organized as follows. Sec. II
briefly reviews related work concerning diffusion models.
Additionally, Sec. III offers essential mathematical formula-
tions serving as the foundational backdrop for the proposed
approach. Sec. IV details the proposed method, followed
by comprehensive experiments in Sec. V. Finally, Sec. VI
concludes this paper.

II. RELATED WORK

The differential equation-based deep generative model [24]
represents a kind of learning strategy inspired by physical
non-equilibrium diffusion processes [34]. It involves a forward
diffusion process that progressively introduces noise into the
data until a tractable distribution is reached, followed by
a reversal to establish the data generation process. Ho et
al. [22] firstly explored an effective diffusion formulation by
parameterizing the reverse process as maximizing the posterior
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of reverse steps. Song et al. [24], [35]–[37] generalized
such discrete diffusion steps into a continuous formulation by
stochastic differential equation. Thus, the diffusion process can
then be treated as an integral of the corresponding differential
equation. Besides, the ordinary differential equation introduced
in [36] removes the additional noise in the reverse process,
which enables more inference acceleration designs [38]–[40].
Xu et al. [41] introduce a Poisson noise-based diffusion
model. Robin et al. [42] convert the diffusion process into the
latent domain to achieve high fidelity high-resolution diffusion.
Blattmann et al. [43], [44] extended the image diffusion model
into a high-dimensional video diffusion process. Karras et
al. [45] examined different formulations of the diffusion model
and proposed a concise formulation. Dockhorn et al. [46]
augmented the diffusion space by introducing an auxiliary
velocity variable and constructing a diffusion process running
in the joint space. Chen et al. [47] conducted theoretical
convergence analysis on the score-based diffusion model.

In addition to the above, some diffusion-based methods
bridge the distributions between different types of images.
For example, Liu et al. [48] constructed a diffusion bridge
by applying maximum likelihood estimation of latent trajec-
tories with input from an auxiliary distribution. Li et al. [49]
proposed an image-to-image translation diffusion model based
on a Brownian Bridge diffusion process. Zhou et al. [50]
utilized the h-transform to make a constraint of the end-
point of forward diffusion with formulations of reverse process
derived by reformulating Kolmogorov equations.

A. Sampling Strategies for Accelerating Diffusion

Given the progressive noise reduction process, hundreds
of steps are usually required to sample high-quality images.
One solution to expedite inference involves crafting a refined
sampling strategy. For example, Song et al. [51] pioneered
the use of denoising diffusion implicit models (DDIM) to
hasten diffusion sampling by disentangling each step in a non-
Markov Chain fashion. Leveraging the semi-linear attributes
of ODE and SDE formulations in diffusion models, Lu et
al. [38]–[40] introduced a series of integral solvers with
analytic solutions for the associated ODEs or SDEs. Zhang et
al. [52] delved into the significant variance in distribution
shifts and isolated an exponential variance component from
the score estimation model, thereby mitigating discretization
errors. Zhou et al. [53] introduced learnable solvers grounded
in the mean value theorem for integrals. Xue et al. [54], [55]
proposed accelerating diffusion sampling through an improved
stochastic Adams method and precise ODE steps. Dockhorn et
al. [56] advocated for higher-order denoising diffusion solvers
based on truncated Taylor methods.

B. Trajectory Distillation-based Diffusion Acceleration

An alternative solution for accelerating generation involves
directly adjusting diffusion trajectories. Liu et al. [32] in-
troduced a method for straight flow regularization, which
certifies the diffusion generation trajectory to be linear. Song et
al. [33], [57] presented the consistency model, aligning each
point on the trajectory directly with noise-free endpoints.

Kim et al. [58] introduced trajectory consistency distillation to
regularize gradients that can consistently map to corresponding
points on the trajectory. Moreover, Zhou et al. [59], [60]
proposed to make distillation of a pre-trained diffusion model
to a student one-step generator via measuring discrepancy by
additional learned score function.

Moving beyond training the diffusion model into a single-
step generator, segmenting the process into multiple sections,
with each being linear, presents a viable solution for rapidly
generating high-quality outcomes in diffusion models [61]–
[63].

C. Diffusion-based Image Restoration

In the realm of diffusion-based image restoration, we outline
works that fall into two main categories: those employing a
training-free diffusion sampling strategy [25]–[27], [64], [65]
and those relying on model training [20], [29], [66]–[68].

Within the first category, Kawar et al. [25] introduced an
unsupervised posterior sampling method for image restora-
tion using a pre-trained diffusion model. Chung et al. [26]
proposed to regularize the intermediate derivative from the
reconstruction process to improve image restoration. Wang et
al. [27] decoupled the image restoration into range-null spaces
and focused on the reconstruction of null space, which con-
tains the degraded information. Zhu et al. [64] combined
the traditional plug-and-play image restoration method into
the diffusion process. Regarding the training-based methods,
Luo et al. [29] proposed a mean-reverting SDE with its
reverse formulation to boost diffusion-based image restoration.
Jiang et al. [69] proposed a wavelet-based diffusion model
for low-light enhancement. Yi et al. [70] introduced a dual-
branches diffusion framework combining reflectance and illu-
mination reconstruction process. Wang et al. [71] proposed a
DDIM-inspired diffusion-based framework for the distillation
of an image restoration model. Tang et al. [72] introduced a
transformer-based model for underwater enhancement using
diffusion techniques.

Based on the aforementioned analysis for related work,
although there are many works introducing the diffusion model
to the field of image restoration, there is a limited number of
works considering the accumulated score-estimation error by
PF characteristics of the diffusion model. Moreover, accelera-
tion of the sampling speed is also an essential research topic
for differential equation-based image restoration frameworks.

III. PRELIMINARY

In this section, we provide a succinct overview of the
diffusion model techniques, acceleration strategies (including
trajectory solvers and distillation), and boosting strategies
through alignment, laying the foundation for the subsequent
sections.

A. Diffusion Model

Here, we consider image restoration as a case study to
briefly elucidate the diffusion model.
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Given a low-quality measurement denoted as Y P

RHˆWˆ3, image restoration methods strive to recon-
struct corresponding high-quality outputs, represented as
X P RH1

ˆW 1
ˆ3. The probabilistic nature of this restora-

tion process involves maximizing a posterior PθpX|Yq,
where θ the parameter set of the learnable neural
module. The differential equation-based methods [25]
generally learn to construct a probabilistic flow (PF),
e.g., PpX0|X1,Yq, PpX1|X2,Yq, ¨ ¨ ¨ ,PpXN´1|XN ,Yq,
to bridge the marginal distributions PpX0q (same as PpXq)
and PpXN q, usually as N p0, σ2

NIq with σ being the standard
deviation of noise.

In particular, the formulation based on DDPM [21], [22]
constructs the PF connecting PpXq and a standard Gaussian
distribution N p0, Iq, where the forward process is formulated
as a diffusion process gradually substituting the data com-
ponent with Gaussian noise, expressed as Xt “ ᾱtX0 `
a

p1 ´ ᾱ2
i qϵt, ϵt „ N p0, Iq. Conversely, the reverse process

is deduced by computing the posterior PpXt|Xt`1,X0q “
PpXt`1|XtqPpXt|X0q

PpXt`1|X0q
with its resolution derived through the

following ancestral sampling process:

Xt „ N p
1

?
αt`1

pXt`1´
1 ´ αt`1

?
1 ´ ᾱt`1

ϵt`1q,
1 ´ ᾱt

1 ´ ᾱt`1
p1´αt`1qIq.

(1)
As the noise component ϵt`1 is typically challenging to

handle, it is represented by a neural network parameteriza-
tion ϵθpXt`1, t ` 1q, trained using a loss term LDDPM “

}ϵ ´ ϵθpᾱtX0 `
a

p1 ´ ᾱ2
i qϵtq}22. By iteratively sampling

Eq. (1), we can deduce X0 from the sample XN of a
tractable distribution. Essentially, these sampling procedures
serve to connect samples from two distributions along a high-
dimensional trajectory, when minimizing the step size from
the discrete to continuous spaces, i.e., ∆ᾱ Ñ dα.

Score-based models [24] achieve diffusion model general-
ization by reformulating the forward process via the following
SDE:

dX “ fpX, tqdt ` gptqdω, (2)

where t P rδ, T s denotes the timestamp of the diffusion
process, with δ serving as a small number for numerical
stability. The solution to the reverse SDE can be expressed
as

dpsqX “
“

fpX, tq ´ g2ptq∇x logPpXq
‰

dt ` gptqdω. (3)

Furthermore, by redefining Kolmogorov’s forward equa-
tion [24], an equivalent reverse ODE formulation emerges:

dpoqX “

„

fpX, tq ´
1

2
g2ptq∇x logPpXq

ȷ

dt. (4)

Based on the diffusion strategies for fpX, tq and g2ptq,
the score-based diffusion models can be categorized into
two variants, namely Variance Preserving (VP) or Variance
Exploding (VE). Specifically, VP entails fpX, tq “

d logαt

dt X

and g2ptq “
dσ2

t

dt ´ 2d logαt

dt σ2
t , where σt “

a

1 ´ α2
t , while

VE involves fpX, tq “ 0 and g2ptq “
dσ2

t

dt .

B. Integral-Solver

To derive the reconstruction sample, we can calculate
the integral of the reverse ODE trajectory in Eq. (4) as
X̂0 “ XT `

ş0

T

“

fpX, tq ´ 1
2g

2ptq∇x logPpXq
‰

dt. Given
the deterministic nature of the entire process, an analytical
formulation can be leveraged. DPM-Solver [38], [39] first
introduces an exact solution based on the semi-linear property
of the diffusion model, expressed as

Xt´∆t “
αt´∆t

αt
Xt ´ αt´∆t

ż λt´∆t

λt

e´λϵ̂θpX̂τ , τqdλ, (5)

where λ denotes the log-SNR (Signal-to-Noise Ratio), i.e.,
λ :“ logpαt

σt
q. By computing this integral using various Order

Taylor series for the non-linear term ϵ̂θpX̂λ, λq, we can finally
derive the result.

C. Rectified Flow & Trajectory Distillation

As a kind of naturally easily sampled model, the rectified
flow-based method learns a straight flow between the random
noise and target image domain, which can be formulated as

dXt “ pX0 ´ XT qdt. (6)

Similarly, distillation-based enhancement [33], [73] of diffu-
sion models aims to regularize the inherent trajectory pattern
to derive the diffusion models, which can be easily sampled.
The nature of such kind of methods is to regularize

Lslope “ DpSolverpXt, t,θq|SolverpXs, s,ϕqq, (7)

where Solverp¨q denotes the ODE/SDE solvers, solving the
integral with outputting X̂0 from an arbitrary intermediate
state Xs (resp. Xt) with timestamp s (resp. t); θ (resp. ϕ
) represents the model weights of the student (resp. teacher)
network; ϕ can be exponential moving average between the
student net and original pre-trained model; and Dp¨|¨q indicates
the divergence metric for two inputs, such as L1/L2 norm and
LPIPS [74].

D. Reinforcement Tuning of Diffusion Models

Given that the diffusion model is trained using discrete tra-
jectory points, the accrued errors during the inference process
are typically overlooked. Promising solutions to address these
issues are found in reinforcement learning-based methods [75],
[76], which optimize entire trajectories in a decoupled fashion.
This approach involves separating the inference Markov Chain
and enhancing each step towards a direction of high reward,
expressed as

∇θJ pXtq “ ´

ż

Pθ1

∇θPθpXtq

Pθ1 pXtq
RpX̂0q ` κ∇θDpPθ1 |Pθq,

(8)
where Rp¨q denotes the reward function assessing the recon-
struction quality or trajectory performance J p¨q the optimiza-
tion objective, and κ the weight assigned to the regularization
term.
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Algorithm 1 Reinforced ODE Trajectory Learning
1: Repeat
2: X0 „ qpX0q, τ „ Uniformpt1, 2, ..., T uq and ϵ „

N p0, Iq;
3: For score

`

resp. rectified flow
˘

-based method, we generate
N reverse trajectories tTiuNi“1 with the τ th step as M-SDE
via Eqs. (11) or (12)

`

resp. Eq. (13)
˘

, other steps as ODE
by Eq. (5)

`

resp. Eq. (6)
˘

4: Find the best trajectory Ti from N M-SDE trajectories,
whose performance is measured by the reward function
Rp¨q.

5: Calculate Solver
`

dpoqX, tτ , tτ´1

˘

via Eq. (5).
6: Take gradient descent step on ∇θLAptiq by Eq. (16);
7: Until converged

IV. PROPOSED METHOD

A. Overview

Learning effective and efficient trajectories is critical for
differential equation-based image restoration. The inherent
Markov Chain property of the diffusion model complicates
the precise regularization of the entire trajectory.

In this work, we propose a reinforcement learning-inspired
alignment process in Sec. IV-B for improving effectiveness.
Specifically, by projecting the accumulated error back to dif-
ferent steps, we theoretically reason the necessity of adaptively
modulating the noise intensity of differential equations. Based
on that, we align the ODE trajectory with the most effective
alternative drawn from multiple candidate trajectories that are
sampled by solving different modulated-SDEs (M-SDEs).

Subsequently, in Sec. IV-C, we propose a cost-aware trajec-
tory distillation strategy for boosting efficiency. This strategy
leverages intrinsic characteristics of image restoration tasks
to lessen the distillation burden. We utilize the low-quality
image as a coarse estimation and negative guidance and give
corresponding theoretical analysis. Note that the proposed
strategy can be adapted to both score-based [24] and rectified
flow-based [32] diffusion models. Due to the page limits, we
mainly utilize the formulation of a score-based diffusion model
in this paper, and we also refer readers to the appendixes for
extensive theoretical elaborations.

B. Reinforcing ODE with Modulated Differential Equations

Diffusion models are usually trained through individual
steps originating from the decoupled PF. However, during the
inference phase, they usually operate in a progressively noise-
removing manner. Due to inherent score function errors, these
models often accumulate inaccuracies. While optimizing the
entire trajectory could mitigate this issue, traditional diffusion
models, even with ODE-solvers, struggle to yield satisfactory
outcomes within a limited number of steps. Differently, we
propose to align the learned trajectories with the most effective
alternatives through reinforcement learning. Generally, our
reinforcement learning-inspired approach aims to maximize
the expectation of a reward function as

∇θL “ ´∇θEx„PθpXqRpXq. (9)

Given the deterministic nature of ODE sampling, optimiz-
ing the ODE towards the optimal trajectory could lead to
maximizing the likelihood of obtaining the optimal sample
(PθpXoptimq Ñ 1). Unfortunately, the deterministic property
of ODE trajectory also makes it struggle to generate diverse
trajectories given a randomly initialized starting noise point.
It cannot fulfill the reinforcement learning needs, which re-
quires diverse alternatives for measuring and selecting a better
optimization direction. Thus, we argue a potential solution
for reinforcement training-based ODE trajectory augmentation
should involve leveraging SDE to produce diverse restoration
trajectories and aligning the deterministic ODE trajectory
with the most effective SDE trajectory. However, the SDE
is formulated with a fixed noise intensity level, which is too
rigid and inflexible to adapt to different conditions. As shown
in Appendix C, we give theoretical proof that for an image
restoration trajectory ended with X0, we need to adjust the
intensity of injected noise, conditioned on the reconstruction
error }X0 ´ X˚

0 }2 and corresponding timestamp t. Thus, a
more flexible and controllable SDE formulation is necessary
for the ODE trajectory correction.

Building upon the preceding analyses, we utilize a modu-
lated SDE, adjusted by a tunable factor γϕp}X0 ´X˚

0 }2, tq ą

0, abbreviated as γϕ, which is a small MLP parameterized
with ϕ. We also refer readers to Appendix B for the proof of
Modulated-SDE (M-SDE) and its solver. Serving as a versatile
sampling trajectory, M-SDE encompasses ODE, SDE, and
DDIM-like sampling, each tailored through distinct parame-
terizations [52], [77]. In what follows, we give the detailed
formulations of M-SDE with different diffusion models.

Score-based Diffusion. The inverse M-SDE of the diffusion
forward process, as described in Eq. (2), can be explicitly
formulated as

dpγqX “ rfpx, tq ´
1 ` γ2

ϕ

2
g2pX, tq∇x log ppX|Yqsdt

` γϕgpX, tqdω̂.

(10)

Moreover, we give the analytical formulation of integral
solvers (see Appendix B-B for the proof) for the VP-M-SDE
and VE-M-SDE as

Xt´∆t “
αt´∆t

αt
Xt ´ r1 ` γ2

ϕsϵθp
αt´∆t

αt
σt ´ σt´∆tq

´
?
2γϕϵαt´∆t

c

log
αt´∆t

αt
, (11)

Xt´∆t “Xt ´ r1 ` γ2
ϕsϵθpσt ´ σt´∆tq

´
?
2γϕϵ

b

σ2
t ´ σ2

t´∆t. (12)

Rectified Flow. We have proven that the following integral
formulation of M-SDE has the same PF with the original ODE
formulation as Eq. (6) for the rectified flow-based model,

Xt´∆t “

“

Xt ´ αt∆t
dXt

dt ´ βkϵ
‰

p1 ` αt∆t ´ tq `
a

pt ´ αt∆tq
2 ` β2

k

, (13)
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(a) (b)
Fig. 3. Visualization of distillation costs, where (a) illustrates the total
distillation cost (summation from different steps) across trajectories with
varying numbers of inference steps, and (b) provides a detailed illustration
of the distillation cost for each step from two different inference step setting,
with the step-index ranging from the high-noise to the low-noise regions.

where αt is a scalar (αt ą 1), and βk is formulated as

βk “

d

pt ´ ∆tq
2 r1 ´ pt ´ α∆tqs

2

r1 ´ pt ´ ∆tqs2
´ pt ´ α∆tq

2
. (14)

The M-SDE of Eq. (13) can be formulated as

dX “ X0dt `
t ´ αt

1 ´ t
XT dt `

a

2pαt ´ 1qdω. (15)

We refer readers to Appendix A for the detailed proof. Then,
to close a certain step of M-SDE and ODE, we introduce the
following alignment loss as

LAptiq “ D
´

Solver
´

dpγqX, ti, ti´1

¯

,

Solver
´

dpoqX, ti, ti´1

¯¯

, (16)

where SolverpdX, ti, ti´1q indicates the integral solver for
a the derivative expression dX from timestamp ti to ti´1,
and we adopt L2 norm to achieve the divergence measure-
ment Dp¨, ¨q. Algorithm 1 summarizes the entire optimization
process. Through such a reinforcement learning process, the
proposed method can even trained with some in-differentiable
metrics, e.g., NIQE.

C. Distillation Cost-aware Diffusion Sampling Acceleration

In this section, we first explicitly model the cost-value of
the diffusion model distillation process. Then, based on both
empirical and theoretical results of distillation cost, we propose
a novel trajectory distillation pipeline to manage high-quality
few-step inference, which consists of a multi-step distillation
strategy and a negative guidance policy from low-quality
images.

Distillation Cost Analysis. To accelerate diffusion sampling,
model distillation [32], [33], [78] condenses the knowledge
from precise and multi-step sampling outcomes into shorter
procedures, like the direct regularization in Eq. (7). However,
this condensed distillation process may require adjustments
to the initial neural parameter distributions, potentially de-
creasing network performance. To derive efficient and effec-
tive reconstruction, we argue that a good distillation training
method for diffusion models should not only enable precise
integration with fewer inference steps but also leverage the
original Neuron-ODEs while minimizing alterations to neural
network parameters. To this end, we propose a distillation cost-
aware diffusion acceleration strategy that leverages the special
characteristics of image restoration tasks to lessen the learning
burden of the diffusion network.

Algorithm 2 Diffusion Acceleration Distillation
1: Repeat
2: X0 „ qpX0q and ϵ „ N p0, Iq.
3: Interpolate the diffusion starting state XT´δ via Eq. (18).
4: Calculate Solver

`

dpoqX, T ´ δ, 0
˘

via Eq. (5).
5: Take gradient descent step on ∇θLD by Eq. (19).
6: Until converged

Algorithm 3 Inference Process of the Augmented Image
Restoration Diffusion Models

1: ϵ „ N p0, Iq
2: Interpolate the starting state XT´δ via Eq. (18);
3: for t Ð T ´ δ to 0 do
4: Derive the noise ϵ̂θ with low-quality guidance via

Eq. (20).
5: Calculate the reverse diffusion result Xt´∆t by sub-

stituting ϵ̂θ and Xt into Eq. (5);
6: end for

Specifically, to quantify the extent of neural network ad-
justments, we introduce the trajectory distillation cost defined
as

C “

k
ÿ

i“1

›

›

›

›

›

ϵ̌

˜

X
ˇ

ˇ

i´1

i

t
ˇ

ˇ

i´1

i

ˇ

ˇ

ˇ

ˇ

ˇ

dXϵ

dt

¸

´ ϵθpXti , tiq

›

›

›

›

›

2

, (17)

where k refers to the total number of steps in the student
model, which is also known as the number of function
evaluations (NFE), function ϵ̌pA|Bq denotes the inverse of
ϵp¨q, calculating the corresponding ϵ value via making the B

term identical to the A term, X
ˇ

ˇ

i´1

i
symbols Xi´1 ´ Xi. We

refer readers to Appendix D-A for the detailed formulation
process of ϵ̌ and C.

To investigate the characteristics of the distillation cost of
a typical one-step and two-step diffusion model, we calculate
the corresponding value of Eq. (28) for k from 1 to 16 in
Fig. 3-(a) and detailed illustration of distillation cost of each
step in Fig. 3-(b). With acknowledgment of the aforementioned
distillation-based prior, we can draw the following observa-
tions:

‚ the distillation cost exhibits a negative correlation with
the total number of steps (Fig. 3-(a));

‚ initial steps contribute significantly to the overall distil-
lation cost (Fig. 3-(b)); and

‚ the gradients of log-distribution of low-quality images
can serve as guidance directions for the reverse diffusion
process, as illustrated in Fig. 2.

The first observation supports the superiority of recent multi-
step distillation models [58], [61], [79] over their single-
step counterparts. Nonetheless, for efficient inference of the
diffusion model, the inclusion of few or even single-step
models remains essential. Furthermore, in Appendix D, we
delve into the theoretical exploration of the existence of cost-
effective multi-step distillations. Moreover, drawing on the
second and third observations, we can outline the subsequent
steps to alleviate the substantial learning burden associated
with the distillation process.
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Interpolation of the Initial State. Regarding the second
observation, during the initial inference stages, diffusion mod-
els must synthesize data from pure noise—a challenging yet
crucial aspect of the generation process. According to the
characteristics of image restoration tasks, we have the low-
quality image, which contains the same content as the target
image, which can serve as the coarse estimation of low-quality
image. Thus, to alleviate this burden, we propose synthesizing
the noised latent representation as

XT´δ “ αT´δY ` σT´δϵ, (18)

where δ ě 0 is chosen sufficiently small to ensure SNR (αT´δ

σT´δ
)

to be sufficiently small. Additionally, we theoretically ana-
lyze this noised latent interpolation method in Appendix E.
Subsequently, we can train our acceleration distillation neural
network via the following loss term:

LD “ D
´

Solver
´

dpoqX, T ´ δ, 0
¯

,X
¯

, (19)

where X indicates the reference high-quality images.

Low-quality Images as Sampling Guidance. In the realm of
image restoration, our objective is to reconstruct a high-quality
image X from a low-quality measurement Y. Moreover,
based on the previous observation, we propose leveraging low-
quality images as sampling guidance, which can amplify the
positive restoration components from the diffusion model, to
ease the learning burden of the diffusion model. From a prob-
abilistic view, the training of diffusion-based image restoration
models strives to improve the alignment of final reconstruction
X0 with reference image X under the given condition Y, i.e.,
improving P pX0 “ X|Yq. Let Y “ HpXq with Hp¨q being
the degradation function. Considering that the degradation
Jacobian matrix BHpXq

BX often deviates from the identity matrix,
there exists a notable discrepancy between the PpX0q and
PpY0q. To address this, we propose a parameterized score
function guided by the following principles:

ϵ̂θ “ p1 ` wqϵθ ´ wrϵ, (20)

where rϵ indicates predicted noise by maximizing the posterior
likelihood on low-quality images, serving as guidance for the
diffusion process. ω denotes a scalar for guidance strength.
Specifically, it can be calculated by inverting the integral
process as

rϵ “

α0

αt
Xt ´ Y

?
1´α2

tα0

αt
´

a

1 ´ α2
0

. (21)

Moreover, we explain the training and inference process in
Algorithms 2 and 3 in detail, respectively.

Remark. During the distillation phase, we harness the intrin-
sic characteristics of the image restoration task to mitigate
the substantial challenges associated with few-step inference.
Specifically, we implement interpolation of the initial state and
negative guided sampling to address two critical issues: the
significant estimation errors encountered during the high-noise
initial stage and the complexities associated with modeling
the probabilistic data space. These features distinguish our

approach from existing techniques. Besides, our framework
aims to improve the overall efficiency and effectiveness of
inference processes in complex environments, thereby paving
the way for future research and applications.

V. EXPERIMENTS

In this section, we thoroughly assess the proposed trajectory
optimization strategies across various image restoration tasks.
Initially, we confirm the task-specific enhancement capabilities
by training individual smaller networks for tasks such as de-
raining, low-light enhancement, and underwater enhancement
in Sec. V-B. Furthermore, in Sec. V-C, we produce a uni-
fied perceptual image restoration network by fine-tuning the
state-of-the-art T2I foundational diffusion framework FLUX-
DEV [103], which has 12B parameters.

A. Experimental Settings

1) Datasets: We employ the following commonly used
benchmark datasets to conduct experiments:

‚ Image De-raining. Rain-drop [104] and heavy Rain
datasets [105] are utilized. Rain-drop consists of 1,119
image pairs. Each pair includes the same background
scene, with one image degraded by raindrops and the
other image free from raindrops. The images were cap-
tured using two identical glass panels, one sprayed with
water and the other kept clean. The dataset encompasses
diverse background scenes and raindrop patterns and
was obtained using a Sony A6000 and a Canon EOS
60. The heavy rain dataset contains 9,000 and 1,800
synthetic images from [104], respectively. We utilized a
subset of 8250 and 750 images for training and testing,
respectively.

‚ Low-light Image Enhancement. LOLv1 [95] contains
485 low/normal-light image pairs for training and 15
pairs for testing, captured at various exposure times from
the real scene. LOLv2 [106] is split into two subsets:
LOLv2-real and LOLv2-synthetic. LOLv2-real comprises
689 pairs of low-/normal-light images for training and
100 pairs for testing, collected by adjusting the exposure
time and ISO. LOLv2-synthetic was generated by ana-
lyzing the illumination distribution of low-light images,
consisting of 900 paired images for training and 100 pairs
for testing.

‚ Underwater Image Enhancement. The UIEB
dataset [81] consists of 950 real-world underwater
images and includes two subsets: 890 raw underwater
images with the corresponding high-quality reference
images and 60 challenging underwater images.

‚ Image Desnowing. The Snow100K-L [107] dataset in-
cludes 100k synthesized snowy images with correspond-
ing snow-free reference images and snow masks. We
randomly selected 1872 (resp. 601) images forming the
training (resp. testing) dataset for image de-snowing.

‚ Image Super-Resolution. DIV2K [108] is a popular
single-image super-resolution dataset that contains 1,000
images with different scenes and is split into 800 for
training, 100 for validation, and 100 for testing. It
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Fig. 4. Visual comparison of underwater image enhancement on U45 [80] and UIEB [81] datasets. U45 (top): (a) low-quality input, (b) CycleGAN [82], (c)
MLLE [83], (d) HCLR [84], (e) SemiUIR [85], (f) Ours(k “ 1) and (g) Ours(k “ 10). UIEB (bottom): except (b) reference image, the remaining columns
are the same as those of U45. k is the number of inference steps, commonly referred to as the number of function evaluations (NFE).

TABLE I
QUANTITATIVE COMPARISONS OF DIFFERENT METHODS ON UNDERWATER IMAGE ENHANCEMENT. THE BEST AND SECOND-BEST RESULTS ARE

HIGHLIGHTED IN BOLD AND UNDERLINED, RESPECTIVELY.“Ò” (RESP. “Ó”) MEANS THE LARGER (RESP. SMALLER), THE BETTER. “NFE” DENOTES THE
NUMBER OF FUNCTION EVALUATIONS, WHICH CAN BE INTERPRETED AS THE INFERENCE STEPS.

Method NFE
UIEBD C60 U45

PSNRÒ SSIMÒ UCIQEÒ UIQMÒ UCIQEÒ UIQMÒ UCIQEÒ UIQMÒ

Water-Net [81] TIP’19 1 16.31 0.797 0.606 2.857 0.597 2.382 0.599 2.993
Ucolor [86] TIP’21 1 21.09 0.872 0.580 3.048 0.553 2.482 0.573 3.159
MLLE [83] TIP’22 1 19.56 0.845 0.588 2.646 0.569 2.208 0.595 2.485

NAFNet [87] ECCV’22 1 22.69 0.870 0.592 3.044 0.559 2.751 0.594 3.087
Restormer [10] CVPR’22 1 23.70 0.907 0.599 3.015 0.570 2.688 0.600 3.097
SemiUIR [85] CVPR’23 1 24.31 0.901 0.605 3.032 0.583 2.663 0.606 3.185
HCLR-net [84] IJCV’24 1 25.00 0.925 0.607 3.033 0.587 2.695 0.610 3.103

Proposed Method
10 25.08 0.913 0.615 3.142 0.571 3.663 0.612 4.282
2 25.94 0.937 0.618 3.136 0.576 3.774 0.613 4.291
1 26.25 0.938 0.623 3.135 0.582 3.814 0.617 4.413

was collected for NTIRE2017 and NTIRE2018 Super-
Resolution Challenges in order to encourage research on
image super-resolution with more realistic degradation.
Meanwhile, Flickr2K [109] consists of 2650 pairs with
high-quality 2K images and corresponding degraded im-
ages.

‚ Image Deblurring. The GoPro [110] dataset contains
3,214 blurred images with a size of 1280 ˆ 720. The

images are divided into 2,103 training images and 1,111
test images. The dataset consists of pairs of a realistic
blurry image and the corresponding ground truth sharp
images that are obtained by a high-speed camera.

‚ Image Denoising. The noisy images were derived by
randomly corrupting the aforementioned high-quality SR
datasets with Gaussian noise by a standard deviation of
50.
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Fig. 5. Visual comparison of low-light enhancement on LOL and LOLV2 datasets. LOL (top): (a) reference images, (b) CID [88], (c) LLFlow [89], (d)
RetinexFormer [90], (e) LLFormer [91], (f) Ours (k “ 1), (g) Ours (k “ 10). LOLV2 (bottom): except (b) SNR-Aware [92], the remaining columns are
the same as those of LOL. Below each figure, we also visualize zoom-in regions marked by the blue and green boxes. k is the number of inference steps,
commonly referred to as the number of function evaluations (NFE).

2) Implementation details: We conducted image restoration
experiments to assess the efficacy of our method under two
scenarios:

‚ Task-specific restoration, where a diffusion model is
trained for each particular degradation. Specifically, we
trained three diffusion networks based on GSAD [102] for
low-light enhancement, de-raining, and underwater en-
hancement tasks. During this process, we utilized PSNR
as the sole reward for the ODE alignment step. The model
was trained on an RTX 3090 for 30,000 iterations for both
alignment and acceleration, employing Adam optimizer
with a learning rate of 5e´5, a training patch size of
2562, and a batch size of 2.

‚ Unified restoration, where a single diffusion model is
trained to handle various types of degradation. Here,

we constructed the unified image restoration network
based on FLUX-DEV [103]. Specifically, we first trained
a low-quality U-Net encoder to make its feature map
consistent with those from high-quality images. Then,
we further trained a Control-Net by XFLUX [111]. We
began by training a low-quality U-Net encoder to ensure
its feature map aligned with those from high-quality
images. Subsequently, we trained a control network using
XFLUX [111]. During this training, we integrated features
from XFLUX and the pre-trained encoder into the DiT
structure of FLUX to enable rapid adaptation of our
FLUX-IR framework. The model was trained on five
NVIDIA H800 GPUs for 20,000 iterations, utilizing the
Adam optimizer, a learning rate of 5e´5, a training patch
size of 10242, and a batch size of 128 (with gradient accu-
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TABLE II
QUANTITATIVE COMPARISONS OF DIFFERENT METHODS ON LOW-LIGHT ENHANCEMENT. THE BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN

BOLD AND UNDERLINED, RESPECTIVELY.“Ò” (RESP. “Ó”) MEANS THE LARGER (RESP. SMALLER), THE BETTER.“NFE” DENOTES THE NUMBER OF
FUNCTION EVALUATIONS, WHICH CAN BE INTERPRETED AS THE INFERENCE STEPS.

Method
LOL LOL-v2

NFE PSNRÒ SSIMÒ LPIPSÓ NFE PSNRÒ SSIMÒ LPIPSÓ

Zero-DCE [93] CVPR’20 1 14.861 0.562 0.335 1 18.059 0.580 0.313
EnlightenGAN [94] TIP’21 1 17.483 0.652 0.322 1 18.640 0.677 0.309
RetinexNet [95] BMVC’18 1 16.770 0.462 0.474 1 18.371 0.723 0.365

DRBN [96] CVPR’20 1 19.860 0.834 0.155 1 20.130 0.830 0.147
KinD [97] MM’19 1 20.870 0.799 0.207 1 17.544 0.669 0.375

KinD++ [98] IJCV’20 1 21.300 0.823 0.175 1 19.087 0.817 0.180
MIRNet [99] TPAMI’22 1 24.140 0.842 0.131 1 20.357 0.782 0.317
LLFlow [89] AAAI’22 1 25.132 0.872 0.117 1 26.200 0.888 0.137

Retinexformer [90] ICCV’23 1 27.180 0.850 - 1 27.710 0.856 -
PyDiff [100] IJCAI’23 4 27.090 0.879 0.100 - - - -

LLFormer [91] AAAI’23 1 25.758 0.823 0.167 1 26.197 0.819 0.209
SNR-Aware [92] CVPR’22 1 26.716 0.851 0.152 1 27.209 0.871 0.157

LLFlow-L-SKF++ [101] TPAMI’24 1 26.894 0.879 0.095 1 28.453 0.909 0.117
GSAD [102] NeurIPS’23 20 27.839 0.877 0.091 10 28.818 0.895 0.095

Proposed Method
10 28.581 0.883 0.084 10 29.535 0.898 0.086
2 28.360 0.886 0.088 2 29.794 0.898 0.088
1 28.184 0.885 0.086 1 29.911 0.904 0.101

mulation). After this pre-training phase, we enhanced the
FLUX-IR model using our proposed strategy. Given the
significant size and training costs associated with FLUX,
we combined reinforcement learning and distillation into
a single training phase, setting the diffusion timestamp
to 9 and interpolating the initial state using the low-
quality latent. We then applied reinforcement learning
with guidance to further improve performance over a
few inference steps. During this phase, the reward was
calculated as the average of the following metrics: LPIPS,
NIQE, MUSIQ, and CLIPIQA, with normalization factors
of ´1, ´20, 70, and 1, respectively. During training, we
sampled the data from the task of super-resolution by a
frequency of 5{10 and others are the same of 5{60.

3) Methods under comparison & Evaluation metrics: On
the experiments of specific image restoration tasks, we com-
pared the proposed method with the state-of-the-art methods
in the fields of underwater enhancement, low-light enhance-
ment, and deraining. For unified image restoration, we mainly
compared the proposed method with the unified method for
fairness. Moreover, according to the ill-posed nature of the
image restoration inverse problems and to preserve the strong
image synthesis capacity of the pre-trained FLUX model, we
did not enforce the proposed method to fully approach the
reference image and utilized more unpaired and perceptual
scores, e.g., NIQE [112], MUSIQ [113], and CLIPIQA [114],
to validate the performance of our FLUX-IR.

B. Task-Specific Image Restoration Diffusion Models

Underwater Image Enhancement. The quantitative compar-
isons are presented in Table I, demonstrating that the proposed
method significantly outperforms state-of-the-art techniques,
such as HCLR-net [84] and SemiUIR [85], on the UIEBD
dataset by 1.3 dB. The single step model even beats the multi-

step counterparts. We visualized the enhanced results in Fig. 4.
For the U45 dataset, due to the fact that there is no ground
truth available, we only provided the low-quality input with the
corresponding reconstruction. Our method reconstructs more
clear details with visually pleasing color, especially for the
1st and 3rd rows on the U45 dataset. Moreover, on the UIEB
dataset, our method may even generate more visually pleasing
results than the reference image, shown as the first example.
The enhanced image has more soft light, making it easier
to distinguish the foreground object, e.g., the shark, and the
background scene, e.g., coral.

Low-light Image Enhancement. Table II presents the per-
formance of various methods in low-light enhancement. It is
important to note that LOL-V1 serves as a highly competitive
benchmark. Nonetheless, the proposed method demonstrates a
notable improvement of 0.7 dB. Furthermore, it achieves an
enhancement exceeding 1.1 dB on LOL-V2. Fig. 5 visually
compares the results of different methods. The proposed
method generates more clear details than other compared
methods, e.g., the leaves in the 1st and 3rd examples from the
LOL-V2 dataset, and the small word ”ano” in 3rd examples
marked by the green rectangle. Moreover, even for the region
with extremely low-light conditions, our method can also
accurately reconstruct it, shown as the local zoom in the region
with green rectangle in the first example of the LOL dataset.

Deraining. Substantial improvements of 2.1 dB and 0.9 dB
are evidenced in Tables III and IV, respectively. Notably,
the proposed method, employing both dual-step and single-
step approaches, demonstrates superior performance compared
to specialized deraining diffusion models. This underscores
the necessity and effectiveness of our strategies for ODE
trajectory augmentation and simplification. This highlights the
necessity and effectiveness of our strategies for ODE trajectory
augmentation and simplification. Fig. 6 provides visual results
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Fig. 6. Visual comparison on the tasks of raindrop removal and image deraining. Raindrop removal (top): (a) low-quality input, (b) reference samples, (c)
IDT [115], (d) GridFormer [116], (e) RainDropDiff [65], (f) Ours (k “ 1), (g) Ours (k “ 10). Deraining (bottom): (a) low-quality input, (b) reference
samples, (c) GridFormer [116], (d) WeatherDiff64 [65], (e) WeatherDiff128 [65], (f) Ours (k “ 1), (g) Ours (k “ 10). k is the number of inference steps,
commonly referred to as the number of function evaluations (NFE).

TABLE III
QUANTITATIVE COMPARISONS OF DIFFERENT METHODS ON IMAGE

DERAINING. THE BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN
BOLD AND UNDERLINED, RESPECTIVELY.“Ò” (RESP. “Ó”) MEANS THE

LARGER (RESP. SMALLER), THE BETTER. “NFE” DENOTES THE NUMBER OF
FUNCTION EVALUATIONS, WHICH CAN BE INTERPRETED AS THE INFERENCE

STEPS.

Method NFE
Outdoor-Rain

PSNRÒ SSIMÒ LPIPSÓ

pix2pix [117] CVPR’17 1 19.09 0.7100 -
HRGAN [118] CVPR’19 1 21.56 0.8550 0.154

PCNet [119] TIP’21 1 26.19 0.9015 0.132
MPRNet [120] CVPR’21 1 28.03 0.9192 0.089
Restormer [10] CVPR’22 1 29.97 0.9215 0.074

WeatherDiff64 [65] TPAMI’23 25 29.41 0.9312 0.059
WeatherDiff128 [65] TPAMI’23 25 29.28 0.9216 0.061

DTPM [121] CVPR’24 50 30.48 0.9210 0.054
DTPM [121] CVPR’24 10 30.92 0.9320 0.062
DTPM [121] CVPR’24 4 30.99 0.9340 0.064

Proposed Method
10 32.08 0.9424 0.065
2 33.10 0.9439 0.058
1 32.61 0.9419 0.064

TABLE IV
QUANTITATIVE COMPARISONS OF DIFFERENT METHODS ON RAINDROP

REMOVING. THE BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN
BOLD AND UNDERLINED, RESPECTIVELY.“Ò” (RESP. “Ó”) MEANS THE

LARGER (RESP. SMALLER), THE BETTER. “NFE” DENOTES THE NUMBER
OF FUNCTION EVALUATIONS, WHICH CAN BE INTERPRETED AS THE

INFERENCE STEPS.

Method NFE
Raindrop

PSNRÒ SSIMÒ LPIPSÓ

DuRN [122] CVPR’19 1 31.24 0.9259 -
RaindropAttn [123] ICCV’19 1 31.44 0.9263 0.068

AttentiveGAN [104] CVPR’18 1 31.59 0.9170 0.055
IDT [115] TPAMI’22 1 31.87 0.9313 0.059

RainDropDiff64 [65] TPAMI’23 25 32.29 0.9422 0.058
RainDropDiff128 [65] TPAMI’23 25 32.43 0.9334 0.058

AST-B [124] CVPR’24 1 32.38 0.9350 0.066
DTPM [121] CVPR’24 50 31.44 0.9320 0.044
DTPM [121] CVPR’24 10 31.87 0.9370 0.048
DTPM [121] CVPR’24 4 32.72 0.9440 0.058

Proposed Method
10 33.32 0.9388 0.044
2 33.53 0.9444 0.050
1 33.63 0.9459 0.052
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PSNR:21.75dB
NIQE:49.78
MUSIQ:26.78

PSNR:NA
NIQE:3.12
MUSIQ:69.56

PSNR:21.88dB
NIQE:7.68
MUSIQ:41.48

PSNR:21.21dB
NIQE:4.03
MUSIQ:72.40

PSNR:21.57dB
NIQE:4.58
MUSIQ:69.58

PSNR:18.79dB
NIQE:3.76
MUSIQ:70.12

PSNR:18.35dB
NIQE:4.65
MUSIQ:30.13

PSNR:NA
NIQE:2.54
MUSIQ:71.43

PSNR:16.99dB
NIQE:2.51
MUSIQ:67.59

PSNR:16.30dB
NIQE:2.73
MUSIQ:68.07

PSNR:16.79dB
NIQE:2.19
MUSIQ:69.08

PSNR:15.02dB
NIQE:2.24
MUSIQ:73.33

PSNR:24.07dB
NIQE:49.78
MUSIQ:26.78

PSNR:NA
NIQE:3.12
MUSIQ:69.56

PSNR:22.18dB
NIQE:7.68
MUSIQ:41.48

PSNR:23.71dB
NIQE:4.03
MUSIQ:72.40

PSNR:22.32dB
NIQE:4.58
MUSIQ:69.58

PSNR:21.34dB
NIQE:3.76
MUSIQ:70.12

PSNR:15.56dB
NIQE:11.66
MUSIQ:46.71

PSNR:NA
NIQE:3.46
MUSIQ:71.89

PSNR:24.44dB
NIQE:4.38
MUSIQ:71.90

PSNR:26.56dB
NIQE:4.01
MUSIQ:61.79

PSNR:25.31dB
NIQE:3.01
MUSIQ:64.59

PSNR:23.13dB
NIQE:4.02
MUSIQ:72.03

PSNR:16.75dB
NIQE:4.26
MUSIQ:60.35

PSNR:NA
NIQE:1.95
MUSIQ:74.52

PSNR:25.72dB
NIQE:2.56
MUSIQ:74.52

PSNR:24.80dB
NIQE:2.10
MUSIQ:72.15

PSNR:24.14dB
NIQE:2.09
MUSIQ:72.87

PSNR:24.23dB
NIQE:2.62
MUSIQ:72.02

PSNR:23.76dB
NIQE:5.25
MUSIQ:34.03

PSNR:NA
NIQE:3.58
MUSIQ:58.08

PSNR:26.36dB
NIQE:5.25
MUSIQ:41.54

PSNR:24.51dB
NIQE:3.61
MUSIQ:46.01

PSNR:25.41dB
NIQE:5.47
MUSIQ:40.26

PSNR:21.28dB
NIQE:3.90
MUSIQ:50.58

Fig. 7. Visual comparison of unified image restoration, where four different tasks are compared in the figure. In the super-resolution task, (a)-(f) indicates the
input low-quality measurement, reference image, PASD [125], SeeSR [126], and FLUX-IR(Ours), respectively. For denoising, (c)-(e) represents AdaIR [127],
DA-CLIP [68], and PromptIR [128], respectively. Moreover, for desnowing, (c)-(e) shows WGWS-Net [129], DA-CLIP [68], and DiffUIR [130], respectively.
Finally for deblurring, (c)-(e) shows AdaIR [127], DA-CLIP [68], and DiffUIR [130], respectively. We annotated evaluation metrics of corresponding images
by PSNR Ò, NIQE Ó, and MUSIQ Ò, respectively.
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TABLE V
QUANTITATIVE COMPARISONS OF DIFFERENT METHODS ON UNIFIED IR TASKS. “Ò” (RESP. “Ó”) MEANS THE LARGER (RESP. SMALLER), THE BETTER. :

MEANS THE COMPARED METHODS WERE DESIGNED AS UNIFIED IMAGE RESTORATION FRAMEWORKS.

Super-resolution DIV2K-Val [108] Desnowing Snow100K-L [107]
NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ

SeeSR [126] CVPR’24 50 4.073 72.437 0.722 23.329 WGWS-Net [129] CVPR’23 1 3.345 70.167 0.507 28.933
PASD [125] ECCV’24 20 3.676 71.738 0.695 23.143 GridFormer [116] IJCV’24 1 2.918 70.854 0.488 30.792
DiffBIR: [131] ArXiv’23 50 4.333 64.672 0.651 22.548 DiffUIR: [130] CVPR’24 3 3.163 70.265 0.456 28.879
AutoDIR: [132] ECCV’24 50 4.865 55.196 0.458 23.939 DA-CLIP: [68] ICLR’24 100 2.775 69.394 0.375 28.641

FLUX-IR
20 3.491 73.188 0.721 20.248

FLUX-IR
20 2.769 65.985 0.440 23.442

10 4.269 72.069 0.673 20.895 10 2.862 68.117 0.482 24.840

De-blurring GoPro [110] Denoising DIV2K-Val [108]
NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ

DA-CLIP: [68] ICLR’24 100 3.937 39.925 0.212 28.619 PromptIR: [128] NeurIPS’23 1 2.856 64.025 0.571 26.927
DiffUIR: [130] CVPR’24 3 5.834 34.061 0.203 27.815 DA-CLIP: [68] ICLR’24 100 5.091 58.098 0.584 26.979
AdaIR: [127] ArXiv’24 1 5.514 33.263 0.198 28.464 AdaIR: [127] ArXiv’24 1 4.458 59.714 0.611 25.953
AutoDIR: [132] ECCV’24 50 6.164 33.354 0.197 28.444 AutoDIR: [132] ECCV’24 50 5.095 58.399 0.515 28.081

FLUX-IR
20 4.578 46.728 0.233 23.884

FLUX-IR
20 3.631 72.657 0.685 24.531

10 4.521 42.045 0.199 24.868 10 4.199 71.519 0.631 25.373

Low-Light Enhancement LOL [95] Raindrop removal Raindrop [104]
NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ

DA-CLIP: [68] ICLR’24 100 5.208 70.500 0.633 26.768 WeatherDiff [65] TPAMI’23 25 3.517 71.631 0.471 30.713
DiffUIR: CVPR’24 3 4.904 71.389 0.378 25.269 WGWS-Net [129] CVPR’23 1 3.479 71.731 0.435 33.430
AdaIR: [127] ArXiv’24 1 4.713 70.859 0.404 22.409 AST-B [124] CVPR’24 1 3.272 69.750 0.427 32.380
AutoDIR: [132] ECCV’24 50 4.200 71.095 0.398 22.896 DA-CLIP: [68] ICLR’24 100 4.817 67.592 0.488 31.207

FLUX-IR
20 4.045 73.233 0.484 25.029

FLUX-IR
20 3.201 70.105 0.507 25.846

10 4.163 72.728 0.460 24.914 10 3.320 69.661 0.515 27.918

Deraining&Dehazing Outdoor-Rain [105] Underwater UIEBD [81]
NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ NFE NIQEÓ MUSIQÒ CLIPIQAÒ PSNRÒ

WGWS-Net [129] CVPR’23 1 3.968 70.835 0.459 30.609 NU2Net [133] AAAI’23 1 4.717 47.810 0.541 25.221
GridFormer [116] IJCV’24 1 3.620 70.299 0.511 31.874 HCLR-net [84] IJCV’24 1 4.803 48.623 0.593 24.998
Ours-specific 10 3.874 70.738 0.490 32.082 Ours-specific 10 4.902 49.157 0.578 25.081
Ours-specific 1 3.882 70.848 0.493 32.612 Ours-specific 1 4.809 48.851 0.590 26.253

FLUX-IR
20 2.804 70.631 0.514 24.734

FLUX-IR
20 4.515 49.867 0.574 23.275

10 3.023 69.862 0.521 25.856 10 4.596 49.958 0.574 23.409

of different methods. Specifically, for the task of raindrop
removal, we visualized the regions seriously deteriorated by
raindrops, e.g., the roof of a car and shelves on the playground,
in zoom-in sub-figures, where the input measurement, i.e.,
Fig. 6-(a), indicates the object structure has been greatly
damaged. However, even with this kind of degradation, the
proposed method can accurately reconstruct the original struc-
ture, validating the superiority of the proposed method. The
first sample of the Raindrop dataset also validates that the
proposed method can correct the color of texture since the
other methods show more red components compared with the
proposed method. Meanwhile, we also visualize the deraining
experimental results of Outdoor-Rain dataset in Fig. 6. Note
that our method is not specifically trained to reconstruct words.
However, to our surprise, the strong restoration capacity of the
proposed method enables accurate reconstruction of words and
numbers, e.g., “2.8” in the first sample and “U” in the second
sample of the Outdoor-Rain dataset.

Based on the aforementioned analysis, we conclude that
the proposed method can accurately reconstruct both natural
texture and cultural markers, and greatly outperform the state-
of-the-art method by a large extent, validating the effectiveness
of the proposed image restoration diffusion augmentation
strategy.

C. Unified Perceptual Image Restoration with FLUX-IR

We further validated the effectiveness of the proposed trajec-
tory augmentation techniques in the unified image restoration
task, which contains 7 distinct image restoration tasks. Exper-
imental results are shown in Table V. Benefiting from strong
capacity and our delicately designed learning scheme, FLUX-
IR achieves extraordinary performance on the perceptual met-
rics, which even beats the task-specific methods, e.g., Stable
SR [30] and PASD [125] from the task of super-resolution.
We want to note that accurately quantifying the perceptual
performance is a difficult issue. The outstanding performance
of the proposed method, which may generate more reasonable
and clear structures even than reference images, may make
evaluation more difficult.

We visually compare various methods in Fig. 7 across four
tasks: super-resolution, denoising, deblurring, and desnowing,
which were not previously illustrated. Corresponding metrics
are annotated in the corners of the images. While reference-
aware metrics such as PSNR are critical for traditional image
restoration tasks, relying solely on these metrics is inadequate
for assessing quality in real-world scenarios. For instance, in
the super-resolution task, manual interpolation, as depicted in
Fig. 7-SR-(a), achieves superior PSNR scores compared to all
other methods, yet its visual quality is inferior. Furthermore,
evaluating quality without reference poses significant chal-
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TABLE VI
RESULTS OF THE ABLATIVE STUDY ON THE EFFECT OF THE PROPOSED TWO TRAINING AUGMENTATION TECHNIQUES. “RL” DENOTES THE

REINFORCEMENT LEARNING-BASED ALIGNMENT. “DISTILL” REPRESENTS THE FEW-STEP DISTILLATION FOR INFERENCE ACCELERATION. “INTERP”
INDICATES THE INTERPOLATION OF THE STARTING POINT. “NGS” REPRESENTS UTILIZING THE LOW-QUALITY IMAGE AS NEGATIVE GUIDANCE.

IDX. RL DISTILL INTERP NGS NFE UIEBD Raindrop LOL-v2

PSNRÒ SSIMÒ LPIPSÓ PSNRÒ SSIMÒ LPIPSÓ PSNRÒ SSIMÒ LPIPSÓ

1 % % % %
10 24.31 0.916 0.151 32.86 0.942 0.059 28.78 0.895 0.094
1 19.99 0.802 0.284 20.92 0.357 0.674 20.35 0.717 0.255

2 ! % % %
10 25.08 0.913 0.162 33.32 0.938 0.044 29.54 0.898 0.086
1 21.06 0.715 0.457 24.54 0.807 0.266 21.35 0.690 0.263

3 ! ! % %
10 24.04 0.856 0.225 30.26 0.920 0.057 28.19 0.863 0.137
1 25.80 0.923 0.153 33.35 0.942 0.049 29.75 0.904 0.096

4 ! ! ! %
10 24.20 0.923 0.136 29.80 0.918 0.056 28.30 0.864 0.135
1 25.94 0.937 0.127 33.53 0.946 0.052 29.86 0.904 0.102

5 ! ! ! !
10 21.87 0.845 0.261 29.25 0.877 0.129 28.33 0.863 0.130
1 26.25 0.938 0.128 33.63 0.946 0.052 29.91 0.904 0.101
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Fig. 8. Visual demonstration of ablation studies. (a) low-quality image, (b) reference image, (c) pretrained model (k “ 1, Table VI-1), (d) pretrained model
(k “ 10, Table VI-1), (e) RL (k “ 1, Table VI-2), (f) RL w/ DISTILL (k “ 1, Table VI-3), (g) (f) w/ latent INTER (k “ 1, Table VI-4), (h) (g) w/ NGS
(k “ 1, Table VI-5). k indicates the number of inference steps.

Fig. 9. Trajectories of different models. (a) Visualization of ODE and M-
SDE trajectories for the pre-trained model. It can be seen that some M-SDE
trajectories are more effective, being closer to the ground truth (GT) than the
ODE counterpart. The optimal M-SDE trajectory is then selected as guidance
for our reinforcement learning-based alignment process. (b) Visualization of
ODE trajectories for the pre-trained model, our reinforced model, and our
distilled model. “t” indicates the diffusion timestamp. Both reinforced and
distilled models generate more effective ODE trajectories compared to the
pre-trained model.

lenges, and a single perceptual metric may exhibit instability
under certain conditions. Therefore, our approach of integrat-
ing multiple perceptual metrics for reinforcement learning is
both practical and effective.

The following is a detailed analysis of the visual comparison
results. Specifically, for the task of super-resolution, FLUX-IR
significantly outperforms the compared methods, particularly
evident in the depiction of building details and the feathers of
the parrot in the first and third rows, respectively. These results
not only match but sometimes surpass the perceptual quality
of the reference images. The strong capabilities of FLUX-

IR are especially highlighted in human-related restoration, an
area highly sensitive to our perception. As illustrated in the
second row, FLUX-IR effectively generates realistic human
faces and bodies, while the other methods struggle to produce
plausible outcomes. Similar trends are observed in the tasks
of denoising and desnowing. Lastly, for deblurring, this task
differs from previous challenges involving noise, snowflakes,
and downsampling, as the deblurring process merely mixes
without compromising the original images. Consequently, all
methods produce plausible images, as shown in the last row
of Fig. 7.

D. Ablation Studies

Reconstruction Performance. We have applied the detailed
ablation studies of each trajectory augmentation technique in
Table VI. Specifically, for reinforcement learning-based ODE
alignment (RL), it improves both single and multiple steps
image restoration. Notably, models utilizing single-step align-
ment exhibit substantial improvements, such as an increase
from 20.92 dB to 24.54 dB on the Raindrop dataset. This en-
hancement is attributed to the significant simplification of the
trajectory post-alignment, which reduces integral estimation
errors and benefits single-step inference. Conversely, few-step
distillation (DISTILL) improves single-step performance but
diminishes network performance with multiple steps. Further-
more, interpolation (INTERP) and guided sampling techniques
(NGS) generally enhance single-step diffusion models by
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alleviating the burden on neural networks to directly match
Gaussian noise distributions with real-world data. However, for
multi-step diffusion models, the use of interpolated noisy latent
and negative guidance from low-quality images may present
limitations. Then, the gradual performance improvement is
also observed within visual demonstration of Fig 8.

Visualization of Trajectories. As our design is primarily cen-
tered on modeling trajectories of neural differential equations,
we also analyze the variations in these trajectories to gain
insights into the effects of our proposed method. As shown in
Fig. 9-(a), we illustrate the ODE and M-SDE trajectories of
the pre-trained model. The M-SDE trajectories exhibit more
variance and potential compared to the ODE counterpart,
which enables our reinforced ODE trajectory learning. Fig. 9-
(b) depicts the ODE trajectories of the pre-trained, reinforced,
and distilled models. Here, the reinforced ODE trajectory
demonstrates a more direct path toward the target distribution,
indicating that our reinforcement learning approach effectively
optimizes the restoration path. Moreover, the distilled ODE
trajectory closely approximates the reinforced trajectory, show-
casing the efficacy of our trajectory distillation in preserving
the optimized path while reducing computational complexity.

VI. CONCLUSION

We have presented an efficient yet effective trajectory
optimization paradigm for image restoration-based diffusion
models. Through reinforcement learning-based trajectory aug-
mentation techniques, we boost the effectiveness of image
restoration diffusion network. By employing different re-
ward functions, we can flexibly guide the learning of the
diffusion model toward either more objective or perceptual
restoration. Moreover, based on distillation cost analysis, we
introduced a diffusion acceleration distillation pipeline with
several techniques to perverse the original knowledge of
diffusion models and achieve single-step distillation. We have
carried out extensive experiments on both task-specific image
restoration diffusion and unified image restoration diffusion
networks over more than 7 different image restoration tasks to
validate the effectiveness of the proposed method. Moreover,
we have also calibrated a 12B rectified flow-based model for
the image restoration task. Experimental results demonstrate
the effectiveness of the proposed method, which generates
clear and meaningful results compared with state-of-the-art
methods. We believe our insights and findings would push the
frontier of the field of image restoration.
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APPENDIX A
PROBABILISTIC FLOW OF RECTIFIED FLOW

In this section, we analyze the probabilistic flow of
FLUX [103] to prove: 1⃝ the given integral formulation of
Eq. (13) has the stochastic formulation of Eq. (15) ; and
2⃝ given ODE Eq. (6) and SDE formulation (15) in our

reinforcement alignment, belonging to the same probabilistic
flow. Specifically, rectified flow is designed to directly learn
the following velocity as

dxt “ px0 ´ xT q dt. (22)

Deterministic formulation of rectified flow is shown as:

xt´∆t
“ xt ´ ∆t

dxt

dt
. (23)

Moreover, the stochastic formulation of rectified flow:

xt´∆t
“

“

xt ´ αt∆t
dxt

dt ´ βkϵ
‰

p1 ` αt∆t ´ tq `
a

pt ´ αt∆tq
2 ` β2

k

, (24)

where αt is a scalar (αt ą 1), and βk is formulated as

βk “

d

pt ´ ∆tq
2 r1 ´ pt ´ α∆tqs

2

r1 ´ pt ´ ∆tqs2
´ pt ´ α∆tq

2
. (25)

Then, we will illustrate that the aforementioned determinis-
tic and stochastic formulations, i.e., Eq. (23) and Eq. (24),
respectively, correspond to the same probabilistic flow. For
the probabilistic flow of Eq. (23), we can formulate it by
substituting Eq. (24) into the Kolmogorov’s forward equation
as

dppxq

dt
“ ´

dpfpx, tqppxqq

dx
`

1

2

d2pg2px, tqppxqq

dx2
,

“ ´
dppx0 ´ xT qppxqq

dx
. (26)

To derive the probabilistic flow of stochastic equation, we first
substitute Eq. (25) into the denominator expression of Eq. (24),
obtaining

p1 ` αt∆t ´ tq `

b

pt ´ αt∆tq
2 ` β2

k

“ p1 ´ pt ´ αt∆tqq `
pt ´ ∆tq r1 ´ pt ´ α∆tqs

r1 ´ pt ´ ∆tqs

“
1 ´ pt ´ α∆tq

1 ´ pt ´ ∆tq
.

Moreover, we also have

βk
∆tÑdt

«
a

2pαt ´ 1q
?
dt.

Then, we can substitute the aforementioned two results ac-
companied with xt “ p1 ´ tqx0 ` txT together into Eq. (24).
We have

xt´∆t “
r1 ´ pt ´ ∆tqs

r1 ´ pt ´ α∆tqs
rxt ´ αt∆t

dxt

dt
´

?
2tαdtϵs,

r1 ´ pt ´ αdtqs

r1 ´ pt ´ dtqs
pxt´∆t

´ xtq

“
p1 ´ αtqdt

1 ´ pt ´ dtq
xt ` αtpx0 ´ xT qdt `

?
2tαtdω,

´ dx “
p1 ´ αtqdt

1 ´ t
pp1 ´ tqx0 ` txT q

` αtpx0 ´ xT qdt `
?
2tαtdω,

1⃝ dx “ x0dt `
t ´ αt

1 ´ t
xT dt `

a

2pαt ´ 1qdω. (27)

The corresponding Kolmogorov’s forward equation can be
written as

dppxq

dt
“ ´

dpfpx, tqppxqq

dx
`

1

2

d2pg2px, tqppxqq

dx2
,

“ ´
d

´´

x0dt ` t´αt

1´t xT dt
¯

ppxq

¯

dx
`

pαt ´ 1q
dlogppxq

dx ppxq

dx
.

Since we have dlogppxq

dx “ xT

1´t , we can conclude the proba-
bilistic flow of Eq. (24) is

2⃝ dppxq

dt
“ ´

d ppx0 ´ xT q ppxqq

dx
,

which is same with Eq. (23). It indicates that the stochastic
process of Eq. (27) and deterministic process Eq.(22) repre-
sent the identical probabilistic flow. Thus, the corresponding
integral formulations of Eqs. (23) and (24) also represent the
same probabilistic transition process.

APPENDIX B
MODULATED-SDE AND ITS INTEGRAL SOLVER

A. Modulated-SDE as a general expression of reverse diffu-
sion derivative equation

The proof generally follows the diffusion ODE from [24].
Considering a general formulation of forward diffusion SDE
as

dX “ fpX, tqdt ` gptqdω,

the marginal probability PpXtq evolves with the following
Kolmogorov’s forward equation [134],

dppxq

dt
“ ´

dpfpx, tqppxqq

dx
`

1

2

d2pg2px, tqppxqq

dx2
,

“ ´
dpfpx, tqppxqq

dx
`

„

1 ` γ2ptq

2
´

γptq2

2

ȷ

d2pg2px, tqppxqq

dx2

“ ´
d

dx

„

fpx, tqppxq ´
1 ` γ2ptq

2
p
ppxqdg2px, tq

dx

`
g2px, tqdppxq

dx
q

ȷ

´
1

2

d2
”

rγptqgpx, tqs
2
ppxq

ı

dx2
.
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Since for the diffusion process, we gptq is independent with
X. Thus, we have

dppxq

dt
“ ´

d

dx

„

pfpx, tq ´
1 ` γ2ptq

2

g2px, tqd log ppxq

dx
qppxq

ȷ

´
1

2

d2
”

rγptqgpx, tqs
2
ppxq

ı

dx2
.

Considering for the reverse-time SDE with timestamp of t̂,
dt̂ “ ´dt. Then
dppxq

dt̂
“ ´

d

dx
´

„

pfpx, tq ´
1 ` γ2ptq

2

g2px, tqd log ppxq

dx
qppxq

ȷ

`
1

2

d2
”

rγptqgpx, tqs
2
ppxq

ı

dx2
.

It actually corresponds to the Kolmogorov’s forward equation
with the following differential equations.

dX “ f̂pX, tqdt̂ ` ˆgptqdω̂,

f̂pX, tq “ ´

„

fpx, tq ´
1 ` γ2ptq

2

g2px, tqd log ppxq

dx

ȷ

,

ˆgptq “ γptqgpx, tq.

By substituting dt̂ “ ´dt into above equation, we have

dX “

„

fpx, tq ´
1 ` γ2ptq

2
g2px, tq∇x log ppxq

ȷ

dt ` γptqgpx, tqdω̂,

which is exactly the Modulated-SDE as we mentioned. We
want to note that the same SDE formulation has been intro-
duced in [52], [77]. However, our proof follows [24] is more
straightforward and complete.

B. Integral Solver of Modulated-SDE

Here we give the calculation of the integral solver for
Modulated-SDE. To make such of semi-linear property as
[38], we introduce the surrogate function FpXt, αtq “ Xt

αt
.

Furthermore, by substituting fptq “
d logαt

dt and g2ptq “
dσ2

t

dt ´ 2d logαt

dt σ2
t from [135], we have

dF “
dpγqXt

αt
´

Xtdαt

α2
t

“
1 ` γ2ptq

2αtσt
g2ptqϵθdt ` γptqgptqdω̂

We take the first-order integral solver for an example. Through
making integral from both sides

Xt´∆t “
αt´∆t

αt
Xt ´ r1 ` γ2ptqsϵθp

αt´∆t

αt
σt ´ σt´∆tq

´ γptqϵ

d

ż t

t´∆t

pσtdσt ´
σ2
t

αt
dαtq.

To derive the close-form solution, we consider the specific
VP and VE diffusion models. For the VP diffusion model
(α2

t ` σ2
t “ 1), we have

Xt´∆t “
αt´∆t

αt
Xt ´ r1 ` γ2ptqsϵθp

αt´∆t

αt
σt ´ σt´∆tq

´ γptqϵαt´∆t

c

log
αt´∆t

αt
.

Moreover, for the VE diffusion model, we have

Xt´∆t “
αt´∆t

αt
Xt ´ r1 ` γ2ptqsϵθp

αt´∆t

αt
σt ´ σt´∆tq

´ γptqϵαt´∆t

b

α2
t´∆t ´ α2

t .

APPENDIX C
ADAPTIVELY ADJUSTING NOISE INTENSITY IS NECESSARY

FOR ALIGNMENT OF DIFFUSION TRAJECTORIES

In this section, we analyze that for a reinforcement align-
ment process of diffusion models, we need to adaptively
adjusting the intensity to compensate the score estimation
error. Considering the time-stamp of the to be aligned feature
map as t, according to the DPM-Solver, we can calculate X0

by Xt as

X0 “
α0

αt
Xt `

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“0

τ“t

˙

α0ϵθ pXt, tq .

Then, considering for the ground-truth X˚
0 , we have

X˚
0 “

α0

αt
X˚

t `

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“0

τ“t

˙

α0ϵθ pX˚
t , tq ,

where X˚
t is obtained via adding random perturbation to Xt,

i.e., X˚
t “ Xt ` γϵ, (ϵ „ N p0, Iq). Thus, we have

}X0 ´ X˚
0 }2

“

›

›

›

›

α0

αt
pXt ´ X˚

t q `

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“0

τ“t

˙

α0 pϵθpXt, tq ´ ϵθpX˚
t , tqq

›

›

›

›

2

1⃝
«

›

›

›

›

α0

αt
pXt ´ X˚

t q `

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“0

τ“t

˙

α0k pXt ´ X˚
t q

›

›

›

›

2

“

ˇ

ˇ

ˇ

ˇ

α0

αt
` α0k

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“0

τ“t

˙ˇ

ˇ

ˇ

ˇ

}Xt ´ X˚
t }2 ,

where 1⃝ by assuming that the noise prediction network ϵθp¨q

can accurately predict all the noise. Thus, we have ϵθpXt, tq´

ϵθpX˚
t , tq « kpXt ´ X˚

t q. Then, we have

}Xt ´ X˚
t }2 «

}X0 ´ X˚
0 }2

ˇ

ˇ

ˇ

ˇ

α0

αt
´ kα0

ˆ

στ

ατ

ˇ

ˇ

ˇ

τ“t

τ“0

˙
ˇ

ˇ

ˇ

ˇ

.

Considering the parameterization X˚
t “ Xt ` γϵ, (ϵ „

N p0, Iq), then we have }Xt ´ X˚
t }2 “ γ. We can find that

γ is correlated with reconstruction error }X0 ´ X˚
0 }2 and the

timestamp t to be adjusted. Thus, we parameterize a learnable
function γϕp}X0 ´ X˚

0 }2, tq.

APPENDIX D
TRAJECTORY DISTILLATION COST

A. Calculation of Distillation Cost

In this section, we illustrate the detailed steps for the
calculation of distillation cost. As we define the distillation
cost as

C “

0
ÿ

i“k

›

›

›

›

›

ϵ̌

˜

X
ˇ

ˇ

i´1

i

t
ˇ

ˇ

i´1

i

ˇ

ˇ

ˇ

ˇ

ˇ

dXϵ

dt

¸

´ ϵθpXti , tiq

›

›

›

›

›

2

. (28)
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We then start by calculating dX
dαt

via the DPM-Solver as,

dX

dαt
“

Xt

αt
´

pσt´∆t ´
αt´∆t

αt
σtqϵθ

αt ´ αt´∆t
,

Subsequently, we can obtain

ϵ̌ “

«

Xt

αt
´

X
ˇ

ˇ

i´1

i

α
ˇ

ˇ

i´1

i

ff

αt ´ αt´∆t

σt´∆t ´
αt´∆t

αt
σt

.

While, for the VE diffusion model, the gradient is given by
dX

dσt
“ ´ϵθ.

This leads to the inverted noise

ϵ̌ “ ´
X

ˇ

ˇ

i´1

i

α
ˇ

ˇ

i´1

i

.

Finally, the C can be derived by calculating the L2 Norm of
ϵ̌ ´ ϵθ.

B. Proof of Existence
In this section, we first illustrate the existence of a low-cost

distillation strategy. For an arbitrary continuous trajectory and
k ě 2, there will always be a distillation with a lower cost
than straight flow-based distillation, e.g., a rectified flow and
consistency model. While for k “ 1, it results in the same
cost as straight flow-based distillation. Denote by the XT and
X0 as the clean image and initialized noise, with T and 0
as corresponding timestamps. Moreover, T1 P p0, T q is a mid
timestamp. Then, the distillation cost of the straight flow can
be formulated as

›

›

›

›

dX

dt0
´

XT ´ X0

T

›

›

›

›

2

2

“

›

›

›

›

dX

dt0
´

XT ´ X0

T

›

›

›

›

2

2

“ }A ` B}
2
2 ,

A “
T1

dX
dt0

´
şT1

0
dX
dt dt

T
`

pT ´ T1q dX
dt1

´
şT

T1

dX
dt dt

T
,

B “
pT ´ T1qp dX

dt0
´ dX

dt1
q

T
.

Here, we utilize T1 to divide r0, T s into 2 segments. Consid-
ering a single variable x, we have

a “
T1

dx
dt0

´
şT1

0
dx
dt dt

T
`

pT ´ T1q dx
dt1

´
şT

T1

dx
dt dt

T
,

1⃝
“

T1

T

dx

dt0
`

T ´ T1

T

dx

dt1
´

dx

dti

b “
pT ´ T1qp dx

dt0
´ dx

dt1
q

T
.

1⃝ for the mean value theorem of integral. If we let t1 “ ti,
we then have

a “
T1

T

ˆ

dx

dt0
´

dx

dti

˙

.

Thus, we then have |a ` b| “

ˇ

ˇ

ˇ

dx
dt0

´ dx
dti

ˇ

ˇ

ˇ
ě Ti

T

ˇ

ˇ

ˇ

dx
dt0

´ dx
dti

ˇ

ˇ

ˇ
“

|a|. Thus, there will always be a low-cost distillation point for
k “ 2 than k “ 1. We can then easily derive similar results
for higher k with iterative applying aforementioned process in
sub-intervals.

APPENDIX E
SYNTHESIZING NOISE LATENT HELPS IR DIFFUSION

Assuming the noise-prediction neural ϵθp¨q has Lipschitz
continuity, i.e., }ϵθpX0q ´ ϵθpX1q}2 ď k }X0 ´ X1}2 . Then,
we take a one-step distillation model for example

XTÑ0 “
α0

αT
XT ` α0e

´λ
ˇ

ˇ

ˇ

λ0

λT

ϵ̂θpX̂T , T q,

XT´δÑ0 “
α0

αT´δ
XT´δ ` α0e

´λ
ˇ

ˇ

ˇ

λ0

λT´δ

ϵ̂θpX̂T´δ, T ´ δq,

We can than get the optimal noise estimation via making
XTÑ0 XT´δÑ0 to be the ground-truth value X0. Then the
optimal noise can be formulated as

ϵT´δÑ0 “

X
σ0

´ SNR0Y ´ SNR0

SNRT´δ
ϵ

1 ´ SNR0

SNRT´δ

,

ϵTÑ0 “

X
σ0

´ SNR0

SNRT
ϵ

1 ´ SNR0

SNRT

,

where SNR indicates the signal to noise ratio, i.e., SNR0 “
α0

σ0
. We suppose that the potential error of a neural network E

is positively correlated with the shift between the target and
input, i.e., E “ k}Xin ´ Xout}2, where k ą 0. Thus, we
can easily measure the magnitude of error by calculating the
following ratio:

ET´δ

ET
“ Eϵ„N p0,Iq

}ϵT´δÑ0 ´ ϵ}2

}ϵTÑ0 ´ ϵ}2

“ Eϵ„N p0,Iq

›

›

›

›

X
σ0

´SNR0Y´ϵ

1´
SNR0

SNRT´δ

›

›

›

›

2
›

›

›

›

X
σ0

´ϵ

1´
SNR0
SNRT

›

›

›

›

2

1⃝
«

SNRT´δ

SNRT

Eϵ„N p0,Iq

›

›

›

X
σ0

´ SNR0Y ´ ϵ
›

›

›

2

Eϵ„N p0,Iq} X
σ0

´ ϵ}2

“
SNRT´δ

SNRT

c

›

›

›

X
σ0

´ SNR0Y
›

›

›

2

2
` dimpϵq

c

›

›

›

X
σ0

›

›

›

2

2
` dimpϵq

,

2⃝
«

SNRT´δ

SNRT

›

›

›

X
σ0

´ SNR0Y
›

›

›

2
›

›

›

X
σ0

›

›

›

2

3⃝
«

SNRT´δ

SNRT

}X ´ Y}2

}X}2

where dimp¨q indicates the number of elements in the input
tensor. 1⃝ for SNR0

SNRT´δ
" 1, SNR0

SNRT
" 1. 2⃝ for σ0 Ñ 0 thus

} X
σ0

}22 " dimpϵq and 3⃝ for α0 Ñ 1. Meanwhile, for the image
restoration tasks, we usually have }X´Y}2 ď k1}X}2, where
0 ď k1 ď 1. Thus, we have ET´δ

ET
ď k1. If we utilize a small

network to adaptively learn an initialization value to replace
Y, we can further reduce k1.
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